
Assumed	Density	Filtering	Methods	For	
Learning	Bayesian	Neural	Networks	

S.	Ghosh*,	F.	M.	Delle	Fave,	J.	Yedidia**	
Disney	Research	PiDsburgh	

*	IBM	research	
**	Lyric	Labs	
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Performance	
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Some	challenges	remain:	

•  Neural	nets	don’t	model	uncertainty	around	
predicYons	well.	

•  Prone	to	over	fibng.		
•  Pesky	learning	parameters:	learning	rate,	
annealing	schedule,	pre-condiYoners.		
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Bayesian	Neural	Networks	
•  Endow	model	parameters	with	distribuYons		

	(old	idea:	Denker’91,	Mackay’92,	Neal’95	)		
	

Learning:	

Inference:	

•  Provides	predicYve	uncertainty.	
•  Model	selecYon	via	marginal	likelihood	
•  Standard	guards	against	overfibng	
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Posterior	Intractability	

MCMC:	
•  TradiYonal	MCMC	

methods	don’t	scale.	

StochasYc	gradient	MCMC	
methods	have	been	proposed	
(Welling’11).	

VariaYonal	inference:	
	

•  Black	Box	variaYonal	inference:	
StochasYc	gradient	descent	on	
variaYonal	free	energy	
(Graves’11,	Blundell’15)	

•  																										is	intractable,	must	be	approximated.		

S+ll	pesky	learning	parameters!	
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Assumed	Density	Filtering	(Opper’98)	
1)	Fully	factorized	approximaYon:	
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Assumed	Density	Filtering	(Opper’98)	

2)	Online	algorithm	

1)	Fully	factorized	approximaYon:	

Update	posterior	beliefs	
aher	observing	new	
evidence	
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Assumed	Density	Filtering	(Opper’98)	

2)	Online	algorithm	

3)	Aher	update	q		no	longer	in	simple	parametric	form	
		->	project	to	tractable	approximaYng	family	

1)	Fully	factorized	approximaYon:	

Update	posterior	beliefs	
aher	observing	new	
evidence	
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The	ADF	Algorithm:	

Both	updates	require	the	marginal	likelihood:	

For	Gaussian	approximaYons	(Minka’01):	
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ADF	algorithms:	Mechanics	
Approximate	marginal	likelihood:		
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ADF	algorithms:	Mechanics	

1	-	Forward	propagate	distribuYons	and	approximate	layer	
outputs	with	Gaussians	by	moment	matching:		

Approximate	marginal	likelihood:		
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ADF	algorithms:	Mechanics	

1	-	Forward	propagate	distribuYons	and	approximate	layer	
outputs	with	Gaussians	by	moment	matching:		

Approximate	marginal	likelihood:		

2	-	Backward	propagate	gradients	of	the	marginal	likelihood.	
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ADF	for	Bayesian	Neural	Networks	

ProbabilisYc	Back	propagaYon	(PBP)	Hernandez-Lobato’	15:	
	 	 		

	
ExpectaYon	Back	propagaYon	(EBP)	Soudry’	14:	
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EBP	vs	PBP:	Direct	Comparison	Necessary	

PBP	might	not	always	be	the	beDer	algorithm:	
•  ADF	methods	approximate	uncertainty	incorrectly	

	 	MulYple	passes	over	same	data	points	

Comprehensive	comparisons	were	not	performed:	

EBP	cruder	approximaYon	might	be	good	enough	

recYfied	linear	neurons		
conYnuous	regression	

EBP		

PBP		

can	do	 need	work	

binary	neurons,		
binary	classificaYon		

regression,	count	regression,	
mulY-class	classificaYon,	
recYfied	linear	units	
count	regression,	binary	
classificaYon,	mulY-class	
classificaYon	
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MulY-class	ClassificaYon	
Likelihood:	Sohmax	transformed	parameterizaYons		

Unfortunately,	again:	intractable	marginal	likelihood	

Number	of	classes	

Log	of	the	sum	of	exponenYals	
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Making	the	intractable	tractable	

First	Idea:	lower	bound	on	the	marginal	likelihood:	

			Log	Bound	

Unfortunately,	again:	intractable	marginal	likelihood	

20	



Second	Idea:	StochasYc	Marginal	Likelihood	

We	use	the	“re-parameterizaYon	trick”	(Kingma’13)	to	
compute	low	variance	stochasYc	gradients	

	
	
	

			StochasYc	Gradients		
(more	accurate	than	log	bound	gradients)	

21	



Outline	

I.  MoYvaYon	and	Challenges	
II.  Assumed	Density	Filtering	(ADF)	
III.  ADF	for	MulY-Class	ClassificaYon	
IV.  Experiments	
V.  Summary	

22	



EBP	vs	PBP:	Posterior	Quality	

Results:		
-  PBP	outperforms	EBP	

-  Posterior	much	more	similar	to	the	ground	truth.	
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EBP	vs	PBP:	Regression	
Setup:		
1	hidden	layer	–	50	(100)	units	
10	datasets	
10	experiments:	90	/	10	split	

Results:		
	
PBP	consistently	outperforms	EBP	
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EBP	vs	PBP:	Binary	ClassificaYon	
Setup:		
1	hidden	layer	–	120	units	
6	datasets	
10	experiments:	90	/	10	split	

Results:		
Consistent	w.	Regression	
PBP	beDer	than	EBP	on	most	datasets	
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EBP	vs	PBP:	MulY-Class	

Results:		
On	MNIST	---	PBP	appears	to	overfit	
marginally	quicker	than	EBP.	
		

Setup:		
EBP	vs	PBP	stochasYc	bound	
(100	samples)	
2	hidden	layer	–	400	units	
1	experiment:	100	epochs	
Training:	60	000	images	
Test:	10	000	images	
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Summary	

•  Extend	two	algorithms	PBP	and	EBP	
– MulY-class	classificaYon	
– Regression	+	Count	Regression	
– RecYfied	Linear	Units	

•  Experiments	on	different	learning	tasks	
– PBP	outperforms	EBP	
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